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Abstract—The detection of buried targets has been a problem of
significant interest for decades, with microwave-based sensing con-
stituting an important tool. In this paper, we review the basic issues
that characterize microwave-based subsurface sensing. Issues con-
sidered include the use of microwaves in the context of an airborne
synthetic aperture radar, as well for radars deployed close to the
air–soil interface. Rough-surface induced clutter is also discussed.
Particular examples are presented for detection of land mines and
unexploded ordnance.

Index Terms—Ground penetrating radar, synthetic aperture
radar, ultra-wide-band.

I. INTRODUCTION

UNDERGROUND sensing is of interest in many applica-
tions, including detection of buried conduits, minerals,

chemicals and possibly ordnance. Due to high attenuation in
most soils, microwave-based underground sensing is most ap-
propriate for targets on or near the air–soil interface. In this
paper, we attempt to cover the general area of radar-based sub-
surface sensing, with particular examples presented for sensing
surface and subsurface land mines and unexploded ordnance
(UXO).

For both the UXO and land-mine problems, there is often the
need to perform quick wide-area surveillance, to circumscribe
regions likely to contain mine fields or former bombing ranges.
In such a problem, one isnot interested in detectingeach
individual mine or UXO, rather the presence of a high-enough
concentration of such to warrant deployment of ground-based
sensors (such as induction sensors [1]). In practice, a former
bombing range is typically littered with UXO and/or other
man-made debris that is near or on the soil interface. Since
minimal soil penetration is required for such missions, mi-
crowave systems constitute a viable technology. Similar issues
hold for detection of a mine field.

While the UXO and land-mine problems constitute particular
examples, the issues found in sensing such targets are of interest
for a wide range of microwave-based subsurface sensing prob-
lems.
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II. M ODELING UNDERGROUNDPROPAGATION ANDSCATTERING

A. Method of Moments (MoM)

The MoM constitutes a widely employed tool for general
scattering problems. A MoM analysis typically employs a
background-medium Green’s function; with this, often a
layered medium in the context of subsurface sensing. For the
land-mine problem, the analysis may be even further simplified
since many land mines are rotationally symmetric [a body of
revolution (BoR)]. If the BoR axis of rotation is perpendicular
to the surfaces of the layered medium, one can analyze the
scattering via a so-called two-and-one-half dimensional (2.5-D)
MoM analysis [2], [3].

The principal challenge in development of a MoM model for
targets in layered media,vis-à-visa free-space MoM analysis,
involves evaluation of the dyadic layered-medium Green’s func-
tion [4], each component of which is expressed in terms of an os-
cillatory Sommerfeld integral. For scattering problems at radar
frequencies, we have found the complex-image technique [5] to
be a particularly accurate and efficient means of analyzing such
integrals. In this approach, the spectral-domain reflection coef-
ficient is represented via a finite exponential expansion, using a
technique such as Prony’s method [6].

B. Fast-Multipole Methods

Assume that basis functions are used for representation of
the currents on the target. A MoM analysis of such a scattering
problem requires order memory, order CPU time to fill
the matrix, and order or CPU time for matrix solution
(for an LUD or iterative matrix solution [7], respectively, where

represents the number of iterations required for convergence).
For the triangle-patch basis functions typically utilized [8], one
generally requires 7–10 basis functions per wavelength. This
implies that, as the target becomes large electrically (frequency
increases), the number of basis functionscan become large,
restricting either the target size that can be considered at a given
frequency or the upper frequency at which a particular target
can be analyzed. The MoM model has, therefore, recently been
extended to the fast multipole method (FMM) [9]–[11].

The FMM realizes an efficient means of computing the
interactions between expansion and testing functions. In partic-
ular, the expansion and testing functions are segmented into a set
of clusters, and the interactions are computed between the clus-
ters, rather than between the individual expansion and testing
functions. The fundamental identity that underpins the FMM
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requires that the clusters be “far enough” apart [9]–[11], with
this typically slightly larger than a cluster diameter. Therefore,
the “far” interactions are computed via the FMM cluster–cluster
methodology, and the relatively few interactions not so evalu-
ated are computed as in the traditional MoM. These latter com-
ponents are called the “near” terms. In the FMM, the cluster
sizes are fixed, while further acceleration can be achieved by
using multilevel cluster sizing, in a tree-like procedure [11]. In
this approach, we first consider large-sized clusters, and com-
pute all cluster–cluster interactions allowed by the FMM iden-
tity. Each cluster is then divided into eight smaller clusters, and
all interactions not accounted for at the parent level are per-
formed at the smaller (children) cluster level, for all such inter-
actions permitted by the FMM identity. This multilevel fast mul-
tipole algorithm (MLFMA) can achieve order memory
requirements and a CPU requirement [11].

The original FMM and MLFMA were developed for targets
in free space [9]–[11] since the fundamental FMM identities
are based on the free-space Green’s function. The FMM and
MLFMA have recently been extended to the case of general
conducting or dielectric target in the presence of a half-space
or layered medium [12]–[15]. The steepest descent path method
has further accelerated the FMM for shallow targets [16].

C. Finite-Difference Methods

The MoM, FMM, and MLFMA algorithms are very powerful
tools, but they are limited to relatively regular structures. In par-
ticular, as discussed above, such methods employ a background
Green’s function [2]–[4], often in the form of a layered medium
[2]–[4]. While general inhomogeneities can be placed in the
vicinity of such a background medium, it is often preferable to
employ a more general formalism from the outset. In this con-
text, there has been significant interest in the finite difference
time domain (FDTD) [17]–[19] and, more recently, in the mul-
tiresolution time domain (MRTD) [20]. The FDTD typically ex-
pands the fields in terms of pulse basis functions, in both space
and time [17]–[19]. The MRTD expands the fields more gener-
ally in terms of a wavelet basis [20], this often yielding improved
numerical properties. The FDTD and MRTD have been applied
to a wide range of subsurface-sensing problems, in which, for
example, the complete antenna structure has been modeled rig-
orously [17]–[19].

III. SYNTHETIC APERTURERADAR (SAR)

A. Example Measurement System

SAR plays an important role in wide-area subsurface sensing.
We present SAR imagery for an example system. In particular,
the Army Research Laboratory, Adelphi, MD, has developed an
experimental ultra-wide-band (UWB) SAR system. The system
has been deployed at the Yuma Proving Ground, Yuma, AZ,
to test microwave sensing of surface and buried land mines
and UXO. The UWB SAR system is operated directly in the
time domain, covering a usable bandwidth of approximately
50–1200 MHz. The pulse emitted by the radar, as well as other
details of the sensor, is discussed in [21] and [22].

B. SAR Image Formation

The SAR is moved along a straight path and, for each posi-
tion, the scattered response is measured. In its simplest embodi-
ment, the bipolar image amplitude at pixel position
is given by

(1)

where represents the time-domain scattered field mea-
sured at the th sensor position and is the round-trip time
delay between sensor positionand the physical position in the
image represented by pixel .

Equation (1) gives the connection between the measured
(time-domain) fields and the subsequent SAR image. For a
comparison of theoretical and measured SAR imagery, it is
essential to use (in the theory) an incident waveform consistent
with that of the actual UWB SAR system. It should be noted,
however, that, in general, the antennas have frequency-depen-
dent properties that have a strong angular dependence [22].
Moreover, each of the waveforms measured along the
SAR aperture constitutes a different angle between the sensor
and target. Therefore, in actuality, there isnot a single pulse
shape incident on the target from all aperture positions. Similar
issues hold with regard to the polarization purity—an antenna
may be vertically polarized at boresight, but the polarization
can change markedly with angle. To account for this, only a
limited number of aperture positions are used to image a given
pixel in the SAR image (such that the properties of the incident
field on that pixel are similar for all waveforms used in image
formation).

C. Measured Versus Modeled: Land Mines

We consider the M20 antitank mine, a relatively large con-
ducting target, shown in Fig. 1. The measured and computed
(bipolar) SAR imagery are compared in Fig. 2 for the M20 mine
flush buried just under the surface, for VV polarization (ver-
tical incident polarization, vertical received polarization). From
these results, we see that the agreement between the measured
and computed imagery is good, but the background clutter cor-
rupts the measured signal.

In Fig. 2, we have concentrated on a large conducting antitank
mine, with the motivation that such are likely to be the easiest
targets to detect with an airborne system. However, many land
mines are nearly entirely plastic and relatively small, and it is
of interest to quantify the difficulty of radar-based detection of
suchvis-a-vislarge metal targets such as the M20 considered in
Fig. 2.

We consider UWB plane-wave scattering from a “PMN2”
plastic antipersonnel (AP) mine (inset in Fig. 3), with the in-
cident waveform discussed above. The mine is characterized by
a dielectric constant . The results in Fig. 3
present the time-domain scattered fields from the PMN2 AP
mine buried to a depth of 2 cm in Yuma soil (see [22]), con-
sidering 0%, 5%, 10%, 15%, and 20% water by weight and an
incidence angle of with respect to the normal. As a
comparison, scattering results are also shown for the M20 mine
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Fig. 1. M20 antitank mine used in measurements and calculations.

(a) (b)

Fig. 2. Comparison of: (a) measured and (b) computed SAR images for mine in Fig. 1 situated in the Yuma soil [22]. The mine is flush buried just under the
surface.

buried 15.24 cm. We see in Fig. 3, for VV polarization, that the
waveform scattered from the mine in 5% soil is dramatically
smaller than that of the buried M20 mine. Similar results hold
for HH polarization.

The results in Fig. 3 demonstrate that the increased water con-
tent dramatically increases the signatures of plastic AP mines,
with this phenomenon aided in large measure by the fact that AP
mines are usually buried at quite shallow depths. The increased
water content enhances the electrical contrast between the back-
ground soil and plastic target.

D. Measured Versus Modeled: UXO

Example data is presented for the 155 mm shell shown in
Fig. 4 for the test site at the Yuma Proving Ground. For these
measurements, the Yuma soil was characterized by approxi-
mately 5% water content, with the associated electrical prop-
erties described in [22]. All measured results are for the UXO
buried just under the air–ground interface, with the target axis

parallel to the interface (flush buried). The gridded model of the
target, used in the numerical computations, is shown in Fig. 5.

In Fig. 5, the shell axis is oriented 45to the linear SAR
aperture. For all images, the total angle spanned by the linear
aperture relative to the target center is 60The agreement be-
tween the model and measured SAR image is reasonable, es-
pecially considering the complexity of the experimental system
and the uncertainty in the angle-dependent incident-wave polar-
ization and pulse shape. When tilted at 45, the scattered return
is characterized by two diagonally offset returns, characteristic
of diffraction from the target front and back. Note that, in the
model results in Fig. 5, one can almost distinguish the two (di-
agonally offset) scattering mechanisms, while in the measured
response these appear to merge into a single diagonal response.
This may be due to an over estimation in the model of the SAR’s
cross-range resolution. Moreover, random motion of the sensor,
for example, due to wind, also undermines the resolution of the
measured image.



948 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 50, NO. 3, MARCH 2002

Fig. 3. UWB plane-wave scattering from a “PMN2” plastic mine (inset in
Fig. 3). The mine is buried at a depth of 2 cm in Yuma soil [22], considering 0%,
5%, 10%, 15%, and 20% water by weight and an incidence angle of� = 60 .
As a comparison, scattering results are also shown for the 15.24-cm-deep M20
mine (5% water content). Results are shown for VV polarization.

Fig. 4. Photograph of a 155-mm shell.

While the theoretical SAR image in Fig. 5 captures most of
the features in their measured counterparts, we notice several
features in the measured images that are not seen in the com-
puted data. The image features not modeled by the theory are
attributed to clutter, this constituting one of the principal chal-
lenges to SAR-based sensing. The measurements were taken in
a relatively benign environment, with minimal foliage cover on
the flat terrain. Consequently, the clutter in Fig. 5 is attributed
primarily to subsurface soil inhomogeneities.

IV. ROUGH AIR–SOIL INTERFACE

A. Fractal Surface

Natural scenes often manifest a multiscale structure that
cannot be described by only one parameter (e.g., a correlation
length). The recently developed fractal framework [24] has
proven a good approach for describing a multitude of natural
phenomena, including natural rough interfaces. Recent papers
have studied the scattering of electromagnetic waves from
fractal surfaces, using analytical as well as numerical methods
[26]–[28]. Theoretically, random fractal surface models take into

account the roughness over an infinite range of scales. However,
fractal surfaces cannot be handled rigorously in practice because
of their peculiar mathematical properties, among which are non-
stationarity and the consequent inappropriateness of defining
a power spectrum. For practical purposes, we, therefore, must
restrict ourselves to the study of band-limited fractals [26].

As an example, in the following, we consider the band-limited
Weierstrass process [26], [29]:

(2)

where is the standard deviation, is the Hurst exponent with
values between 0–1, is a constant (we take ),
and are random phases, uniformly distributed between 0–.
The fractal dimension of this process is . It can
be shown that the spectrum of a Weierstrass process follows a
power law (i.e., ) [26], [29].

B. Truncating the Surface

In any numerical model of rough-surface scattering, the sur-
face must be finite, making edge effects an important issue. One
solution to this problem is to consider illumination by a beam
[24], [30]–[33]. This is often employed as the incident field
in frequency-domain integral-equation solvers [30]–[33]. How-
ever, the beam approach is difficult to implement with time-do-
main methods, if one tries to model wide-band electromagnetic
scattering. This is because the beamwidth increases with the
wavelength, which means that for the low frequencies of the
spectrum we need an impractically large computational domain.
We consider scattering from a finite-extent surface, under pulsed
plane-waveexcitation, with the surface constituting a disconti-
nuity in an infinite half-space background [34]. As mentioned,
the plane-wave excitation gives rise to edge effects at the ends
of the finite rough surface. The received time sequence is win-
dowed temporally, with the scattered-field statistics computed
by considering only a portion of the transient signature in the
middle of the time-domain response, this weakly affected by
edge diffraction (in the beam approach, the beamwidth windows
the problem spatially). The MRTD model considered here em-
ploys a finite two-dimensional rough surface in the vicinity of
an infinite dielectric half-space [34]. The diffracted fields from
the ends of the rough surface are, therefore, generated by the rel-
atively smooth transition from a half-space to a rough surface.
Moreover, the rough surface is tapered at the ends to avoid sharp
peaks in the vicinity of the terminal points.

C. Example Results

The large number of rough-surface calculations (600 rough-
surface calculations are used to obtain the statistics below) re-
quires an efficient implementation of the MRTD algorithm [34].
The soil is modeled as a lossy dielectric, with and

S/m, independent of frequency. These parameters are typ-
ical for dry soil. A more realistic soil model should account for a
variation of these parameters with frequency (i.e., dispersion).
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Fig. 5. Comparison of computed and measured SAR images for the 155-mm shell (Fig. 4) flush buried in 5% Yuma soil [22]. The computations use pulsed
plane-wave excitation at 30� from grazing. The measured and computed images use an aperture length that yields a 60� angle between the target center and
aperture. The shell axis is oriented 45� from the linear SAR aperture.

The incident field is implemented as a pulsed plane wave,
radiating in the presence of an infinite planar half-space.
The rough surface induces perturbations to this incident
wave, yielding the scattered fields. The incident time-domain
waveform is a Rayleigh fourth-order pulse [35], and its
central frequency (300 MHz) is also characteristic of appli-
cations involving subsurface sensing [21]. Here, we employ
a Haar-based MRTD scheme with one level of wavelets. The
MRTD discretization rate is 40 Haar scaling functions per
central wavelength in air, which implies about six Haar scaling
functions per wavelength at the smallest wavelength in the
spectrum, in the denser medium (when wavelets are considered
as well, this corresponds to 12 cells per smallest wavelength
in terms of equivalent Yee cells). The observations are always
made in backscatter, at a distance of (far zone) from the
target, where is the central wavelength of the pulse in air.

Of interest is the length of the rough surface employed in the
computations. As indicated above, the rough surface is mod-
eled as a finite-length perturbation to an infinite half-space. The
onset of the rough surface is smoothed such that diffraction
at the edge of the rough surface is minimized. For the cases
studied here, we have found that a surface length of approxi-
mately is normally sufficient (where is the central
wavelength of the incident pulse), even at incidence angles of
65 with respect to the normal. Numerical details on this issue
can be found in [36].

In Fig. 6, we plot the estimated power spectral density (PSD)
of the surface-induced backscattered clutter for a Weierstrass
fractal surfaces, for incidence 25from grazing, for both TE and
TM polarization (all results are two-dimensional). The central

wavelength of the incident pulse is m. The fractal sur-
faces are characterized by the standard deviation cm
and fractal dimension . Other important parameters of
the Weierstrass fractal surfaces are the order of the lowest and
highest harmonics and . For fractal dimension ,

and , while for fractal dimension, ,
, and . It is important to note that the clutter

strength for TM polarization is larger than that for TE. This issue
plays an important role in choosing the appropriate polarization
for target detection [34].

The Weierstrass fractal surfaces described in (2) is character-
ized by the superposition of harmonics with random phase. Each
harmonic corresponds to a finite periodic surface and, therefore,
diffraction from each is characterized by scattering in terms of
a set of Floquet modes [37]. Each Floquet mode propagates at a
frequency-dependent angle, with the angle of propagation repre-
sentative of the backscattered direction at particular frequencies.
This yields the fractal-surface induced clutter in Fig. 6, in which
particular Floquet modes yield a strong backscatter response at
particular frequencies. The number of Floquet modes excited is
dependent on the excitation incidence angle, increasing as one
gets closer to grazing.

V. DOWNWARD-LOOKING MICROWAVE SYSTEMS

Synthetic-aperture radar plays an important role in wide-area
sensing for subsurface targets such as mines and UXO. After
identifying a region in which such targets may be located, it is of
interest to deploy systems that are closely coupled to the ground.
This is also true for sensing other targets, such as buried con-
duits. As an example, in Fig. 7, we depict a horn antenna, with
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Fig. 6. Power spectrum density of backscattered fields, scattered by a fractal
surface with� = 6:25 cm andD = 1:5 for incidence 65� from the normal.

(a)

(b)

Fig. 7. Antenna used in ground-penetrating radar study. (a) Details of the
transmitting antenna. (b) Dual-antenna bistatic system.

the horn composed of a tapered resistive material, to minimize
artifacts introduced by the antenna and by soil–antenna interac-
tion [17]–[19]. Such antennas are detailed in [19].

As an example of the type of data one can obtain from such
an antenna system, in Fig. 8, we present a comparison of mea-
sured and computed data, with the computations performed via
MRTD. The measurements were performed at the U.S. Army
Night Vision and Electronic Sensors Directorate (NVESD) test
facility (Ft. Belvoir, VA), in which the soil under test is approxi-
mately homogeneous to a significant depth, with which systems
can be studied in a well-characterized environment (providing a
good test of the model).

Fig. 8. Comparison of computed (bottom) and measured (top) transient
fields for five positions of the dual-antenna system relative to the target. The
results correspond to a buried dielectric cylinder of dimensionsh = 11 cm,
h = 5 cm,h = 7:5 cm, andr = 7:5 cm [see Fig. 7(b)]. The background
soil is characterized by" = 2:5 and � = 0:005 S/m, and the lossless
dielectric-cylinder target is characterized by" = 3:0.

Measurements were performed to characterize the electrical
properties of the soil used in the measurements (here, highly
sandy soil), approximately characterized by and

S/m (there was very little dispersion; the test facility is in-
doors and, therefore, the soil water content is essentially zero).
The target under consideration is an approximately lossless di-
electric cylinder of 15-cm diameter and 7.5-cm height, with the
top of the cylinder parallel to the flat air–soil interface at a depth
of 5 cm. The dielectric constant of the cylinder is , con-
stituting a very weak target-soil contrast. The end of the horns
was 11 cm from the air–soil interface, with the plates of the par-
allel-plate waveguides oriented perpendicular to the interface.

Five curves are presented in Fig. 8, representing different po-
sitions of the two antennas relative to the buried dielectric target
(with the sensor at a fixed height); two adjacent antennas of the
form in Fig. 7 constitute the radar system, one antenna for trans-
mission and the other for reception. The middle curve corre-
sponds to the axis of the cylinder positioned at the midpoint of
the two antennas, with the other results corresponding to shifts
of the entire antenna system by increments of 5 cm. For ex-
ample, the top curves corresponds to a shift to one side by 10 cm,
and the bottom curve represents a shift to the other side, again,
by 10 cm. The remaining two curves address similar issues, now
for a 5-cm offset.

The first strong response in each curve corresponds to reflec-
tion at the air–soil interface, with the two subsequent waveforms
corresponding to reflection at the top and bottom of the dielec-
tric target. We have clipped the initial response such that the
target signature is visible (this underscores the weakness of the
target response). While there are differences between the mea-
sured and computed data, it is clear from Fig. 8 that the model
results capture the principal scattering physics seen in the mea-
sured data.

The amplitudes of the computed results in Fig. 8 are nor-
malized as follows. We compute the peak radiated field,
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as measured just before the fields hit the air–soil interface. For
the case of a buried target, the amplitude of the computed scat-
tered fields are normalized to . The reflection coefficient for a
plane wave incident normally upon the soil considered in Fig. 5
is . The peak value of the initial scattered waveform
in Fig. 8 has a relative amplitude just below(not shown ex-
plicitly in Fig. 8, due to the clipping). Alternative applications
for radar-based near-soil sensing are discussed in [38] and [39].

VI. OTHER APPLICATIONS OFMICROWAVES IN

SUBSURFACESENSING

We have presented examples of microwaves employed in
the context of SAR and for a downward-looking radar. For
the former, the sensor is typically distant from the targets
of interest, while in the latter, the antenna is often in close
contact with the soil. In Section IV, we discussed clutter issues
introduced by rough-surface scattering.

It is of interest to note other applications microwaves have
been applied toward, in the context of subsurface sensing. As
an alternative to electromagnetic waves, researchers have di-
rected significant attention toward employing acoustic or elastic
waves to sense buried targets. One of the difficulties of such
sensors is that acoustic/elastic waves often decay quickly in
soil. This significantly complicates sensing, if one requires the
acoustic/elastic waves to interact with a target of interest, and
then propagate back to the acoustic/elastic sensor. To elimi-
nate the required return path of the acoustic/elastic waves from
the target back to the sensor, investigators have employed mi-
crowaves. In particular, microwaves are used to sense the small
surface acoustic vibrations, these introducing a Doppler shift to
the microwaves [40], [41]. This yields a hybrid acoustic–mi-
crowave sensor, synergistically exploiting the strengths of both
sensor modalities.

VII. SUMMARY

This paper has attempted to summarize some of the issues of
interest in microwave (radar) sensing of targets in the vicinity
of soil. Land mines and UXO have been a principal focus of
this discussion, although radar-based subsurface sensing is
also of interest in such areas as detection of buried conduits.
Clutter constitutes a significant limitation of microwave-based
subsurface sensing and, in this context, we have also addressed
scattering from a statistically rough soil interface. We have
demonstrated that microwaves play a role in wide-area subsur-
face sensing (i.e., SAR), as well as for localized near-ground
sensing.
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